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Research project for a PhD curriculum in ICT –Industrial Applications of ICT 

Tutor: 

(*) Italian [Industrial] Co-tutor: Daniele Grassi Axyon AI
 (**) Foreign Co-tutor: 

Proposed Title of the research: Genetative models and and deep learning for fintech
Keywords: (5)
Deep learning, GAN, autoencoders, generative modelling, recurrent models
Research objectives: --(max 10 rows)

The objective of the research is to effectively design and implement models capable of generating potential future forecast of econometrics measurement. The approach should account for a context multi-feature scenario where econometric indexes may interact with information flowing from public feeds. The aim of the study is twofold: design generative machines capable of predicting and conditioning the future trends generation by maximizing their likelihood w.r.t. actual data; designing RL agents that take advantage of future generation for deploying investment policies. 
Proposed  research activity -- (max 10 rows)

The candidate will conduct his phD in conjunction with the Axyon AI company with a mixed approach take aim at maximizing the transfer of knowledge between the two institutions.
First year will related to study generative models such as adversarial network or autoregressive autoconders for dealing with noisy econometric trends. A baseline model will be implemented and tested. The second part of the activity will be about refining models by inserting contextual information and multiple trends that may interact together. Eventually, a RL setting for investment will be built on top of generative models created. 
Supporting research projects (and Department) 
Possible connections with research groups, companies, universities.

Axyon AI
 (*) optional

(**) optional/to be completed on the second year  
